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**Problem Statement:**

To build a Machine Learning model for Custom NER using deep neural network to deal with information extraction from the real-world data and to build a classifier based on polarity of the movie reviews. In order to get insightful information, we approach the machine and deep learning techniques for sentiment analysis and entity recognition over labelled and un processed data.

**Literature Survey:**

**Sample Data:** Movie Review Data

Movie Review Data extracted for the use of sentiment-analysis experiments which was orchestrated on 2002 by Cornell University, New York. Collections of movie-review documents labelled with respect to their overall

* Sentiment polarity datasets (positive or negative)
* Sentiment scale datasets
* Subjectivity datasets
* Data Source: https://www.cs.cornell.edu/people/pabo/movie-review-data/

**Tentative List of Algorithms:**
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